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Abstract—The H.264/MPEG4-AVC video coding standard has achieved a higher coding efficiency compared to its predecessors. The significant bitrate reduction is mainly obtained by efficient motion compensation tools, as variable block sizes, multiple reference frames, 1/4-pel motion accuracy and powerful prediction modes (e.g., SKIP and DIRECT). These tools have contributed to an increased proportion of the motion information in the total bitstream. To achieve the performance required by the future ITU-T challenge, namely to provide a codec with 50% bitrate reduction compared to the current H.264, the reduction of this motion information cost is essential.

This paper proposes a competing framework for better motion vector coding and SKIP mode. The predictors for the SKIP mode and the motion vector predictors are optimally selected by a rate-distortion criterion. These methods take advantage from the use of the spatial and the temporal redundancies in the motion vector fields, where the simple spatial median usually fails. An adaptation of the temporal predictors according to the temporal distances between motion vector fields is also described for multiple reference frames and B-slices options. These two combined schemes lead to a systematic bitrate saving on Baseline and High profile, compared to an H.264/MPEG4-AVC standard codec, which reaches up to 45%.

Index Terms—H.264, competition-based scheme, motion vector coding, motion vector prediction, multiple reference frames, RD-criterion, SKIP mode, spatio-temporal prediction.

I. INTRODUCTION

The recent ITU-T standard H.264 [1], also known as MPEG-4 AVC in ISO/IEC, has gained a significant bitrate reduction mainly due to efficient texture coding tools which have allowed a reduction of the bitrate related to texture with the improvement of existing tools and the inclusion of new ones. The most important are the efficient intra prediction with a large increase in the number of prediction modes, variable block sizes, and multiple block-size transforms for intra prediction and inter prediction. For inter prediction, the combination of variable block sizes, SKIP mode prediction, 1/4-pel motion estimation, and in-loop deblocking filters have allowed to improve the motion compensation efficiency. This has generated a compression gain with an increase of the proportion of bits dedicated to the motion information which can reach up to 40% of the total bitrate. Moreover, efficient nonnormative choices [2] based on rate-distortion schemes have been integrated in the reference software [3]. These schemes give the optimal choices, in the rate-distortion sense, among many new competing encoding modes.

With the finalization of the H.264 standardization, the Video Coding Expert Group (VCEG/ITU-T SG16 Q6) has a new challenge, namely, to provide a 50% compression gain for an H.264 equivalent quality. As was proposed for H.264/AVC KTA (Key Technical Area) software in [4], more accurate motion models seem to be an interesting approach for this challenge with probably a larger bitrate reduction of luminance block residue.

This paper proposes the use of competing coding techniques to improve these schemes: first, a competition-based spatio-temporal scheme for the prediction of motion vectors is introduced, including a modification of the rate-distortion criterion (RD-criterion). Second, the amount of skipped macroblocks is increased using a competition-based SKIP mode. These two modifications are implemented and tested into the H.264 reference software for the recommended Baseline and High profile. Moreover, these schemes are now included [5] in the KTA software.

The remainder of this paper is organized as follows. The state of the art on motion vector coding with a summary of H.264 motion vector selection and coding are presented in Section II. The competing framework and the proposed predictors for the motion vectors and SKIP mode are described in Section III, especially the adaptation of these predictors for reference frames and for B-slices. Section IV discusses the impact of the proposed method on the complexity. Finally, Section V presents simulation results for Baseline and High profile in which the average compression gains are, respectively, 7.7% and 4.3% (and up to 45% for one of the 720 p test sequences) with quality equivalent to H.264.

II. STATE OF THE ART

A. Motion Vector (MV) Coding

The MV coding is an essential component of efficient video compression and has already been largely addressed in the literature. We can distinguish two types of methods: methods based on lossy encoding [6], which are not addressed here, and lossless methods which are more widespread. For block-based matching algorithms, the cost of the motion information is related to three parameters: the size of the motion block, the motion accuracy, and the entropy of this information. A closed-loop prediction scheme is generally used for entropy reduction. The efficiency of this method depends on the relevance of the chosen predictor. In the motion coding context, the motion vector residual $\varepsilon_{mv}$ is given by

$$\varepsilon_{mv} = mv - p$$

(1)
where \( \text{mv} \) is the motion vector and \( p \) is the motion vector predictor (MVP). The MVP depends on the codec type. In hierarchical video coding [7], [8], each motion vector is predicted by the parent-node motion vector value. What is interesting in this method is the possibility to merge some nodes to reduce the number of motion vector residuals. As block coding schemes are included in the majority of standard video codecs, the MVP depends on the neighboring motion vectors in order to exploit spatial redundancies. Temporal redundancies have also been exploited as, for example, in [9], where good results in sequences with complex motion fields have been obtained. However, for sequences containing simple motion, using only the spatial predictor leads to better results. In [10], temporal and spatial correlations are exploited, however the choice between these correlations depends on local ad hoc statistics that does not ensure an optimal choice, contrary to the competition-based schemes. In [11], a selection between spatial and temporal predictors is made for the DIRECT mode only. In [12], three predictors are exhaustively compared, nevertheless, in this competition-based scheme, only spatial predictors are used, and, if a high difference in motion vector fields appears, temporal predictors are shown to be more efficient.

B. MV Coding and Selection in H.264

H.264 is currently the most powerful video codec standard. This performance results from the new tools introduced for texture coding and the improvement of existing ones, as described in the introduction. Therefore, the motion information represents now an increased percentage of the bitstream and the efficient coding of this information becomes an essential objective. Two tools are implemented to this end: the MV prediction and the MV selection.

1) MV Prediction: H.264 applies predictive motion vector coding. The MVP \( p \) in (1) is a median, for each component separately (horizontal and vertical), of the three neighboring motion vectors depicted in Fig. 1 (\( \text{mv}_a, \text{mv}_b, \text{mv}_c \)). However, depending on the size of the current block, \( \text{mv}_c \) can be replaced by \( \text{mv}_d \). In some particular cases, depending on the neighboring block properties, the \( p \) value can be strictly equal to \( \text{mv}_a, \text{mv}_b, \text{mv}_c, \) or 0. These block properties depend on: the positions of the blocks \( a, b, c, \) and \( d \) (i.e., if these blocks belong to the image), the sizes of these blocks and of the current block, and on the reference frame used for each block prediction. In fact, if only one of these motion vectors has the same reference frame as the current motion vector, the \( p \) value will be equal to this vector. Note that, if the blocks \( a, b, c, \) or \( d \) are coded in intra mode (mode without motion vector), the \( p \) value related to this block is considered to be 0.

In video coding, a B-slice [13] is a slice that is encoded using past and/or future frames as references. The bidirectional prediction is a linear combination of two motion-compensated prediction signals that involve two motion vectors (one per motion-compensated prediction). Note that the reference frames for a bidirectional prediction can be a forward/backward pair, but also forward/forward and backward/backward pairs.

The SKIP mode is a particular way of inter coding. A skipped macroblock has neither a block residue nor a motion vector or reference index parameter to transmit except the mode itself. Note that only one bit or less for 256 pixels will be transmitted in the bitstream. This mode is largely exploited, especially in sequences with static background. The motion predictor for this mode is equal to the \( p \) value of the corresponding inter \( 16 \times 16 \) except if \( \text{mv}_a \) or \( \text{mv}_b \) do not belong to the image or if the value of one of these vectors is null, when the predictor is equal to 0.

As the SKIP mode for P-slices, B-slices have also a powerful prediction mode: the DIRECT mode [11]. It has two possible types: temporal and spatial, the type being fixed at each slice. The spatial DIRECT mode uses two spatial vectors. The temporal DIRECT mode uses the motion vector field of the future reference frame as depicted in Fig. 2. The two vectors for the temporal DIRECT mode \( \text{mv}^{L0}_1 \) and \( \text{mv}^{L1}_1 \) (\( \text{mv} \) designates the predictors for the temporal DIRECT mode, while the superscripts \( L0 \) and \( L1 \) refer to the lists of, respectively, past and future reference frames) are scaled according to the temporal distances between their respective reference and current frame. These motion vectors are defined by

\[
\text{mv}^{L0}_1 = \frac{\text{mv}^{\text{col}_{L1}}}{d_{L0L1}} \times d_{L0} \tag{2}
\]

\[
\text{mv}^{L1}_1 = \frac{\text{mv}^{\text{col}_{L1}}}{d_{L0L1}} \times (d_{L0} - d_{L0L1}) \tag{3}
\]

where \( \text{mv}^{\text{col}_{L1}} \) is the forward motion vector collocated in the future reference frame \( \text{Ref}_1 \), \( d_{L0} \) is the temporal distance between the current frame and the past reference frame \( \text{Ref}_0 \), and \( d_{L0L1} \)
is the temporal distance between the forward and the backward reference P-frames.

2) MV Selection: The common aim of all video applications is the bitrate reduction with an increase in quality. This goal is achieved by minimizing the RD-criterion

\[ J = D + LR \]  

where \( D \) is the distortion and \( LR \) is the weighted rate corresponding to all the bitrate components \[ LR = \lambda R_t + \lambda_m R_m + \lambda_o R_o + \lambda_{mv} R_{mv} \]  

where \( R_t \) is the rate for block residue (luma+chroma), \( R_m \) is the rate of the macroblock mode (SKIP or intra/inter prediction and macroblock partition type), \( R_{mv} \) is the rate of the motion vector residue, and \( R_o \) is the rate of the others components: slice header, coded block pattern (CBP), stuffing bits, delta quantization. \( \lambda, \lambda_m, \lambda_o, \) and \( \lambda_{mv} \) are weighting factors depending on the quantization step. This weighted rate may be evaluated at different levels: sequence, slice, macroblock, and block, and therefore the competition may be applied at each one of these levels. The distortion is computed in the spatial or transformed domain and the rate components are estimated or really computed in exact number of bits depending on the application, as described in [2]. The JM H.264 reference software [3] is optimal in an RD sense but computationally intensive because this selection process is made among all block partitions \((16 \times 16), \ldots, 4 \times 4\), all reference frames, and at each subpixel accuracy.

For the SKIP mode, the RD-criterion proposed in (4) yields

\[ J_{\text{SKIP}} = D_{\text{SKIP}} + \lambda_m R_m \]  

where \( D_{\text{SKIP}} \) is the distortion introduced by the SKIP mode. Here, the term \( \lambda_m R_m \) corresponds to the signaling of the SKIP mode. Note that no one of the components entering \( R_o, R_t, \) or \( R_{mv} \) is necessary to be transmitted for the SKIP mode. In practice, the cost \( \lambda_m R_m \) is negligible compared with the distortion and is often lower than one bit in both CABAC and CA VLC coding schemes. This means that, in the RD sense, it is more interesting to send nothing instead of the residual and the motion vector of an inter \( 16 \times 16 \) macroblock. The evolutions of the bitrate proportions of the components in (5) depending on the quantization parameter are depicted in Fig. 3. One can remark that, at a low bitrate, the motion information \( R_{mv} \) is the major part of the total bitrate. Certainly, this figure shows these evolutions only for the Foreman CIF sequence for the High profile H.264, which is a sequence with complex motion fields, yet the motion information in other sequences can reach up to 38%. This large proportion proves the highest interest of the motion information cost reduction.

### III. MV AND SKIP-MODE COMPETITION

Here, we detail the two competition-based schemes for the prediction of the motion vectors for inter and for SKIP modes. The spatial, temporal and spatio-temporal sets of predictors are introduced, and then we discuss their adaptation to the case of multiple reference frames and of B-slices.

A. Competition-Based MV Coding

1) Predictor Set: The efficiency of a lossless coding method for the motion vectors is closely related to the predictors performance. The \( \mathbf{P} \) set can include several predictors, defined below, which are spatial, temporal, and spatio-temporal.

The spatial predictors are the neighboring motion vectors \( m_{va}, m_{vb}, m_{vc}, \) and the H.264 median predictor \( m_{vh,264} \). We have also defined an extended spatial \( m_{vm\text{Ext}} \) which is the median of \( m_{va}, m_{vb}, \) and \( m_{vc} \) for each component separately, if the blocks \( a, b, \) and \( c \) belong to the image, otherwise returns \( m_{va} \) if available, otherwise \( m_{vb} \) if available, otherwise \( m_{vc} \) if available or 0 value. The selection among the median \( m_{va}, m_{vb}, m_{vc} \), or 0 does not depend on block sizes or reference used.

The temporal predictors are the collocated motion vector \( m_{vcol} \) (motion vector at the same position in the previous frame), the predictor \( m_{vI} \) which is the motion vector at the position given by \( m_{vh,264} \) in the previous frame. The latter predictor has been defined to follow the motion of a moving object. Fig. 4 shows these vectors \( (m_{vh,264}, m_{vcol} \) and \( m_{vI} \)). In this figure, all vectors point to the first previous frame. Finally, two other temporal median predictors \( m_{vm5} \) and \( m_{vm6} \) are defined by

\[ m_{vm5} = \text{median}\{m_{vcol}, m_{vi} : 0 \leq i < 4\} \]  

\[ m_{vm6} = \text{median}\{m_{vcol}, m_{vi} : 0 \leq i < 8\} \]  

where \( m_{vi}, 0 \leq i < 8 \) depicted in Fig. 1 are the neighboring motion vectors of \( m_{vcol} \).

Finally, spatio-temporal predictors are combinations of spatial and temporal ones. In particular, \( m_{vST} \) is defined by

\[ m_{vST} = \text{median}\{m_{vcol}, m_{vI}, m_{va}, m_{vb}, m_{vc}\}. \]  

Note that this weighted median prediction gives a higher importance to the \( m_{vcol} \) value than a simple median. As this set of predictors \( \mathbf{P} \) is relatively large, sometimes some of these predictors have the same value, yet each of them is relevant for specific contents and configurations.

2) Choices: In a competing scheme, two types of choices are possible.
1) Adaptive choices: This choice is based on content or statistical criteria. Moreover, if the decoder is able to determine the mode, the index of the mode does not need to be transmitted which is an advantage for compression.

2) Exhaustive choices: All possible predictions are tested and therefore a mode needs to be transmitted in the bitstream.

With the use of choice 2), an index \( i \) and a residual \( \varepsilon_{mv_i} \) are associated with each predictor \( p_i \in P \)

\[
\varepsilon_{mv_i} = mv - p_i, \quad \forall i \in \{1, \ldots, n\}
\]  

where \( n \) is the number of predictors in the defined \( P \) set. The index needs to be transmitted in the bitstream, and the weight of this new information is significant (on average, 3.5% of the bitrate and 12.5% of the motion information with only two predictors) [15]. As for all of the components of the bitrate, the cost of this new information must be introduced in the rate estimation. For the selection of the motion vector rate, the vector of the motion vector residue \( R_{mv} \) in (5) is replaced by \( R_{mv/mm} \) to yield

\[
LR = \lambda R_t + \lambda_m R_m + \lambda_{0} R_0 + \lambda_{mv} R_{mv/mm} \tag{11}
\]

where \( R_{mv/mm} \) contains the cost of the residual \( \varepsilon_{mv} \) and the cost of the index information \( i \)

\[
R_{mv/mm} = \min \{\zeta(\varepsilon_{mv_i}) + \zeta(i)\}_{i \in \{1, \ldots, n\}} \tag{12}
\]

and \( \zeta(x) \) is the computed cost of the data \( x \) in the bitstream.

### B. Competition-Based Skip Mode

We have also introduced a competition-based scheme for the SKIP mode. This scheme uses several motion vectors as predictors leading to several SKIP modes. In this case, (6) is replaced by \( n_s \) equations defined by

\[
J_{\text{SKIP}_i} = D_{\text{SKIP}_i} + \lambda_m (R_m + \zeta(i)), \quad \forall i \in \{1, \ldots, n_s\} \tag{13}
\]

where \( J_{\text{SKIP}_i} \) and \( D_{\text{SKIP}_i} \) are the RD cost and the distortion related to \( p_i \in P_s \). The set of motion vectors for the SKIP mode, and \( n_s \) is the number of predictors belonging to the \( P_s \) set. Note that this scheme also involves the encoding of the index \( i \) in the bitstream, except if all of the predictors are equal. Also, remark that we can use different predictors for motion compensation and for the SKIP mode, so in general \( n \neq n_s \).

For competing coding, the use of adaptive choices has an interest for compression, because the index does not need to be transmitted. It seems interesting to combine the two choice types (exhaustive and adaptive). A set of relevant predictors in a given context could be defined by an adaptive method at sequence, scene, image, slice or block level. The main difficulty is to find statistical criteria allowing the best predictor choice. Then, the exhaustive choice is performed among this set of predictors.

### C. Multiple Reference Frames

The multiple reference frames option uses several frames for motion compensation [16]. This option impacts the spatio-temporal correlations in the motion vector fields. Indeed, with this option, two neighboring motion vectors can relate to different reference frames. Thereby the temporal distances covered by these two vectors are different. This problem has been considered in H.264 standard with the switch values of \( mv_{H,264} \) according to reference frames used, as explained in Section II-B-1. The temporal correlation decreases when the distance between successive motion vector fields increases. An adaptation of the temporal predictors is therefore necessary to take into account the temporal distance between frames. We have thus added new temporal predictors in the \( P \) and \( P_s \) sets, which use the reference frame information.

Following the assumption that an object moves with constant speed, the predictor \( mv_{col,R_0} \) (the motion vector collocated in the previous reference frame \( R_{col} \) pointing to the reference frame number \( f_j \), \( R_{col} \)) is scaled according to the temporal distances of the reference pictures used to the current block and the temporal distance between \( R_{col} \) and \( R_{col} \), as depicted in Fig. 5. In this figure, \( R_{col} \) is the reference frame number \( i \) pointed by the motion vector of the current block. The scaled predictor \( mv_{col,R_0} \) is defined by

\[
mv_{col,R_0} = \frac{mv_{col,R_0}}{d_i} \times d_i \tag{14}
\]

where \( d_j \) is the temporal distance between \( R_{col} \) and \( R_{col} \) and \( d_i \) is the temporal distance between the current frame and \( R_{col} \).

This way of scaling the predictor is not the only possible solution to adapt temporal predictors according to the temporal
distance. Another proposed predictor is the sum of temporally successive collocated vectors, described in the following. Let us consider that all motion vectors in each reference frame only point to their first previous frame (the temporal distance covered by these vectors is equal to \( d_0 \)). In this configuration, \( mv_{\mathrm{Scol}} \) is the scaled motion vector collocated in \( \text{Ref}_1 \) pointing to \( \text{Ref}_{1+1} \).

The sum of these successive temporal predictors \( mv_{\text{Tsum}} \) is defined by

\[
mv_{\text{Tsum}} = \sum_{i=0}^{j} mv_{\text{Scol}_i}, \quad j < N
\]  

(15)

where \( j \) is the reference frame number of the current predictor block. The prediction efficiency of this vector is very close to that of \( mv_{\text{Scol}_0} \), and therefore its cost in terms of rate would not justify to add a new predictor to the set of temporal predictors.

In the same way, with the same configuration, we have considered \( mv_{\text{Tsum}} \), a sum of predictors derived from the predictor \( mv_{\text{sf}} \), defined by

\[
mv_{\text{sfsum}} = \sum_{i=0}^{j} mv_{\text{sf}_{R_i}}, \quad j < N
\]  

(16)

where \( mv_{\text{sf}_{R_i}} \) is the motion vector at the position given by \( mv_{\text{sf}_{R_i-1}} \) in \( \text{Ref}_{i-1} \) pointing to \( \text{Ref}_i \), except \( mv_{\text{sf}_{R_0}} \) which is \( mv_{\text{Scol}_0} \).

D. B-Slices

For the B-slices, a competition between spatial and temporal DIRECT modes has been proposed in [11], where the competition is only for the DIRECT mode at different levels, such as slice or macroblock. Therefore, no modification of the DIRECT mode is proposed in this paper, and the MV resulting from the spatial DIRECT mode is not considered in our set of predictors. Moreover, in the H.264 standard, B-slices can be hierarchically ordered as defined in [17] (opposite to the classical successive order). For this particular ordering, an extended temporal DIRECT mode has been proposed in [18].

Let us introduce our motion vector competition for B-slices. The definition of efficient temporal predictors is related to the coding order and the number of B-slices between two P-frames. First, let us consider the case of \( N \) successively coded B-frames.

Generally, the motion vector field of one B-frame is related to the motion vector field of the forward reference frame because the motion vectors go through all B-frames and we suppose that an object moves with constant speed. This has already been exploited in the temporal DIRECT mode. So, the motion vectors of the temporal DIRECT mode \( mv_{\text{sf}}^{B} \) and \( mv_{\text{sf}}^{L} \) defined in (2) and (3) have been introduced in the \( P \) set according to the coding mode of the future reference frames. We have also defined predictors based on the scheme of temporal DIRECT mode, in which the backward vectors are used. For this scheme, using the same convention for \( L_0 \) and \( L_1 \), we have defined \( mv_{\text{sf}}^{B0} \) and \( mv_{\text{sf}}^{B1} \) given by

\[
\begin{align*}
mv_{\text{sf}}^{B0} & = \frac{mv_{\text{col}}^{B-1 L_0}}{d_{L_0 B-1}} \times d_{L_0} \\
mv_{\text{sf}}^{B1} & = \frac{mv_{\text{col}}^{B-1 L_1}}{d_{L_1 B-1}} \times (d_{L_0} - d_{L_0 L_1})
\end{align*}
\]  

(17)

(18)

where \( mv_{\text{col}}^{B-1 L_0} \) is the motion vector collocated in the past reference frame depicted in Fig. 2. \( \text{Ref}_2 \) is the frame which is pointed to \( \text{Ref}_{1+1} \), and therefore its cost in terms of rate would be always higher than between the current and the previous B-frame, which is 1, except when the current frame is the last B-frame (B-frame number \( N \)). In this case, the two distances are equal. Moreover, the distance covered by a vector in a previous B-frame is lower than each vector of \( \text{Ref}_1 \); consequently, this vector is more accurate.

We have thus created temporal predictors which use the motion vector field of previously coded B-frame, \( B-1 \) (not available for the first B-frame). A motion vector in the \( B-1 \) frame has different possible directions (backward, forward, or backward and forward). According to these several cases, an adaptation of \( mv_{\text{sf}}^{B0} \) and \( mv_{\text{sf}}^{B1} \) is defined. First, only the collocated motion vector in the \( B-1 \) frame pointing to a forward P-frame exists. This vector \( mv_{\text{col}}^{B-1 L_0} \), depicted in Fig. 6, is then used for the scaling of the new predictors \( mv_{\text{sf}}^{B0} \) and \( mv_{\text{sf}}^{B1} \) defined by

\[
\begin{align*}
mv_{\text{sf}}^{B0} & = \frac{mv_{\text{col}}^{B-1 L_0}}{d_{L_0 B-1}} \times d_{L_0} \\
mv_{\text{sf}}^{B1} & = \frac{mv_{\text{col}}^{B-1 L_1}}{d_{L_1 B-1}} \times (d_{L_0} - d_{L_0 L_1})
\end{align*}
\]  

(19)

(20)

where \( d_{L_0 B-1} \) is the temporal distance between the current B-frame and \( \text{Ref}_1 \) is always higher than between the current and the previous B-frame, which is 1, except when the current frame is the last B-frame (B-frame number \( N \)). In this case, the two distances are equal. Moreover, the distance covered by a vector in a previous B-frame is lower than each vector of \( \text{Ref}_1 \); consequently, this vector is more accurate.

We have thus created temporal predictors which use the motion vector field of previously coded B-frame, \( B-1 \) (not available for the first B-frame). A motion vector in the \( B-1 \) frame has different possible directions (backward, forward, or backward and forward). According to these several cases, an adaptation of \( mv_{\text{sf}}^{B0} \) and \( mv_{\text{sf}}^{B1} \) is defined. First, only the collocated motion vector in the \( B-1 \) frame pointing to a forward P-frame exists. This vector \( mv_{\text{col}}^{B-1 L_0} \), depicted in Fig. 6, is then used for the scaling of the new predictors \( mv_{\text{sf}}^{B0} \) and \( mv_{\text{sf}}^{B1} \) defined by

\[
\begin{align*}
mv_{\text{sf}}^{B0} & = \frac{mv_{\text{col}}^{B-1 L_0}}{d_{L_0 B-1}} \times d_{L_0} \\
mv_{\text{sf}}^{B1} & = \frac{mv_{\text{col}}^{B-1 L_1}}{d_{L_1 B-1}} \times (d_{L_0} - d_{L_0 L_1})
\end{align*}
\]  

(21)

(22)

where \( mv_{\text{col}}^{B-1 L_0} \) is the collocated motion vector in the \( B-1 \) frame pointing to the past P-frame, as depicted in Fig. 6. For the forward and backward case, \( mv_{\text{col}}^{B-1 L_0} \) and \( mv_{\text{col}}^{B-1 L_1} \) are available and thus \( mv_{\text{sf}}^{B0} \) is given by (19) and \( mv_{\text{sf}}^{B1} \) by (22). Note that, in this configuration, \( mv_{\text{sf}}^{B0} \) given by (21) and \( mv_{\text{sf}}^{B1} \) given by (22) can also be used.
Note that, in the H.264 standard, a B-slice can use multiple forward and backward reference frames. The different schemes previously defined for P-slices in Section III-C can be used, especially the sum of scaled collocated motion vectors. For instance, the predictor for a motion vector related to forward P-frames is the sum of \( mv_{j}^{DP} \), scaled to the first forward reference frame, and the \( mv_{j}^{Tnam_{j}} \), where \( j \) is the reference frame used for block prediction.

Here, we have described our competition-based scheme for the MV coding and the SKIP mode. Moreover, we have introduced several spatial, temporal, and spatio-temporal predictors with some scaling according to the multiple reference frames option and B-slices. These schemes have an impact on the complexity which is analyzed in Section IV.

IV. COMPLEXITY ANALYSIS

The proposed modifications are implemented in the JM10.0 H.264 reference software [3]. This C-code is neither optimized in terms of memory management nor in terms of computational efficiency. Therefore, it makes no sense to perform complexity measurements based on this software. We consequently find it more helpful and appropriate for future implementers to highlight the major impacts of the modifications on the algorithm and let them appreciate the impact on their own software or hardware platform.

A. Memory Impact

Using temporal predictors implies the storage of motion vectors and corresponding reference frame index. The size of this information depends on the search range, the number of reference frames, and the kind of temporal predictors used. These data are already stored for the B-slices by standard encoders and decoders supporting the Main and High profiles, given that similar data are needed to compute the temporal DIRECT mode. This additional memory requirement is consequently only for the Baseline profile and for the P-slices of the High profile.

B. Computational Impact

The computational impact on the encoder depends on the number and types of predictors used. First, each predictor \( p_{i} \) needs to be computed based on the previously estimated motion vectors and using (7)–(9) and (14)–(22). Note that no new motion estimation needs to be performed compared with the H.264 reference. Then, for each predictor, the residual \( \epsilon_{mni} \) is computed, and, in order to decide if the index \( i \) needs to be sent or not, each predictor value \( p_{j} \) is compared with all other predictor values \( p_{j'} | j \neq i \in [1..N] \). It is important to notice that these are the only mandatory impacts for the encoder to enable the competition. The other computations are non-normative, and can be performed by different more or less complex means. In our implementation, the additional impacts are, for each predictor, given here:

- the computation of the cost of the index \( c(\hat{i}) \);
- the computation of the cost of the residual \( c(\hat{\epsilon}_{mni}) \), based on a look-up table corresponding to Exp-Golomb codes;
- the computation of the distortion (SAD) for each predictor for the SKIP mode.

It is also expected that a realistic H.264 implementation has an early SKIP detection process [19] that allows checking first if the SKIP mode can be used, before testing all inter modes. In such a case, given that the number of macroblocks encoded in SKIP mode in our scheme is increased by 8.5%, some complexity savings can be expected.

At the decoder side, the equality of the predictors needs to be checked both for the motion vector and SKIP modifications. This implies the computation of all predictors that belong to the sets \( \mathcal{P} \) and \( \mathcal{P}_{s} \). This only has an impact on the decoder. The decoding of a skipped macroblock does not require the parsing of the bitstream (e.g., motion vector residue, reference frame, and block residue), inverse transform, or quantization.

In [20], the time needed to encode and decode the VCEG test set when KTA tools are enabled in JM KTA 1.2 was provided. However, it was noted that this computational time does not fully reflect the real complexity of the tools. Since the C-code is not at all optimized, the complexity estimation based on the execution time tends to be largely overestimated. However, to give an idea, the computation time increase for our proposed scheme with two predictors for the motion vector prediction and SKIP mode is about 7% at the encoder side and 4% at the decoder side. With our modifications, the number of skipped macroblocks is increased and thus it is highly expected that the computational complexity of the decoder decreases in a realistic implementation.

V. EXPERIMENTAL RESULTS

A. Test Conditions

Simulations were performed on the JM10.0 H.264 reference software [3] in which all normative tools and efficient nonnormative encoding decisions are implemented. Two profiles are selected: Baseline and High. The High profile corresponds to the highest possible quality using all H.264 normative tools such as B-slices, CABAC entropy coding, and \( 8 \times 8 \) transform. The Baseline profile has been created for mobile applications, with a lower complexity than the High profile: only I- and P-slices and the CAVL entropy coding are used. For these two profiles, as recommended in [21], we selected a \( 32 \times 32 \) search range, four reference frames, and RD-optimization (\( RDOpt = 1 \)). With RD-optimization option, each rate in (5), (6), (12), and (13) of each coding mode is computed in exact number of bits by CAVL or CABAC, depending on the chosen profile. For the High profile, we have selected the High IBBP configuration which used two successive B-frames between two P- (or I-at the beginning) frames.

The test set is composed of 9 CIF, 4 SD, and 2 sequences 720 p of 100 frames each, with various representative contents and motions. Quantization parameters are equal to 28, 32, 36, and 40. For these QPs, the quality is between 28 and 40 dB which corresponds to a visual quality in line with most of the industrial applications.

All of the results in this section are given in percentage of bitrate savings computed with the recommended VCEG metric.
defined in [22], which is an average PSNR difference between two RD-curves computed with the difference between the integrals divided by the integration interval. This metric was preferred to a classical computation of PSNR since it integrates in a single figure a simultaneous difference in PSNR and bitrate.

B. Baseline Profile

1) Predictor Sets: The efficiency of the proposed competition schemes depend on the number and type of predictors. We have performed extensive experiments to find the best configuration.

First, in order to motivate the choice of the proposed predictors, we have examined the percentage of selection of each of the proposed predictors over the entire test set by including the 11 predictors in the set $\mathcal{P}$. Table I illustrates the fact that, in different configurations and for different contents, each predictor may be optimal in an RD sense and shows the interest of considering these predictors for further investigation.

In order to select the best configuration for the motion vector competition, we have compared several $\mathcal{P}$ sets containing two predictors. Table II represents the bitrate savings, for all CIF sequences, where $mv_{H,264}$ is combined one by one with each predictor described in Section III. The best average bitrate saving results from the combination of $mv_{H,264}$ and the scaled collocated vector $mv_{Scol,R_0}$. Moreover it can be remarked that the average bitrate saving is higher with the combination of the $mv_{H,264}$ and a temporal predictor than for $mv_{H,264}$ with a spatial predictor. For the SKIP mode competition a similar experiment has been made and the results prove that the combination of two spatial predictors gives better results. These two sets provide the best average result on the selected test set, yet not the best result for each sequence. For instance, having two spatial predictors is better suited for very fast motion sequences.

The next experiments aim at selecting the optimal number of predictors in the sets. We have tested with either one, two, and four predictors for motion vector competition and for the SKIP mode competition. The best tradeoff is obtained with two predictors for motion vectors and two predictors for SKIP mode as shown in Table III, where global bitrate savings are reported. The $\mathcal{P}$ sets of motion vector predictors are $\mathcal{P}_1 = \{mv_{H,264}\}$, $\mathcal{P}_2 = \{mv_{H,264}, mv_{Scol,R_0}\}$ (the best combination from Table II) and $\mathcal{P}_4 = \{mv_{H,264}, mv_{a}, mv_{Scol,R_0}, mv_{im0}\}$. The $\mathcal{P}_s$ sets for motion vector SKIP mode are, respectively, $\mathcal{P}_{s1} = \{mv_{H,264}\}$, $\mathcal{P}_{s2} = \{mv_{spa,EXT}, mv_{a}\}$, and $\mathcal{P}_{s3} = \{mv_{H,264}, mv_{a}, mv_{Scol,R_0}, mv_{im0}\}$. It can be noticed that, except for a minority of sequences, the bitrate reduction for the configuration with two predictors for motion vector and SKIP mode is higher. Obviously, the reduction of the motion vector bitrate ($R_{mv}$) is increased when using four predictors, but the compromise with the index coding ($R_{mv/mm}$) leads to slightly worse results. In the same way, when using four predictors for SKIP, the number of SKIP increases but the distortion introduced is higher than with two predictors. Again, an adaptive set of predictors according to statistical and local characteristics is expected to increase the gain.

2) Predictor Selection For MV Competition: For motion vector competition, the analysis of the selection of the spatial or temporal prediction has been performed and the results are provided in Table IV. It shows that on average on the test set, the temporal predictor $mv_{Scol,R_0}$ is selected 44% of the time. Given that the selection results from an RD choice, this average result confirms that the temporal predictors are useful. Note that these values exclude the cases where both predictors provide the same value, which represents 11% in average. As an interesting feature, the percentage of selection of the temporal predictor increases when the QP increases. A reason for this is that with larger QP (lower bitrate), the percentage selection of the $16 \times 16$ prediction mode increases, and thus the spatial correlation between neighboring motion vectors decreases, while the correlation with the collocated vector remains the same.

Sequence by sequence the percentage of temporal predictor selection varies between 26% and 60% depending on the sequence type. For sequences with static background, such as Ice
TABLE IV
DISTRIBUTION OF THE PREDICTOR SELECTION (BASELINE PROFILE)

<table>
<thead>
<tr>
<th>QP</th>
<th>Spatial predictor (mv_{H,264})</th>
<th>Temporal predictor (mv_{ScoR_0})</th>
<th>Equal predictors</th>
</tr>
</thead>
<tbody>
<tr>
<td>28</td>
<td>51%</td>
<td>39%</td>
<td>10%</td>
</tr>
<tr>
<td>32</td>
<td>48%</td>
<td>42%</td>
<td>10%</td>
</tr>
<tr>
<td>36</td>
<td>43%</td>
<td>46%</td>
<td>11%</td>
</tr>
<tr>
<td>40</td>
<td>38%</td>
<td>49%</td>
<td>13%</td>
</tr>
<tr>
<td>Average</td>
<td>45%</td>
<td>44%</td>
<td>11%</td>
</tr>
</tbody>
</table>

TABLE V
DISTRIBUTION OF THE PREDICTOR SELECTION FOR EACH REFERENCE FRAME
Ref\(_f_i\) IN THE BASELINE PROFILE (ONLY PAST FRAMES, ORDERED BY INCREASING TEMPORAL DISTANCE TO THE CURRENT FRAME). AVERAGE OCCURRENCE COMPUTED ONLY FOR CIF SEQUENCES

<table>
<thead>
<tr>
<th>Reference frame</th>
<th>Spatial predictor (mv_{H,264})</th>
<th>Temporal predictor (mv_{ScoR_0})</th>
<th>Equal predictors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ref(_f_0)</td>
<td>47%</td>
<td>41%</td>
<td>12%</td>
</tr>
<tr>
<td>Ref(_f_1)</td>
<td>46%</td>
<td>46%</td>
<td>8%</td>
</tr>
<tr>
<td>Ref(_f_2)</td>
<td>40%</td>
<td>52%</td>
<td>8%</td>
</tr>
<tr>
<td>Ref(_f_3)</td>
<td>35%</td>
<td>57%</td>
<td>8%</td>
</tr>
</tbody>
</table>

and Mobile, the temporal predictor is more often selected than for sequences with a global motion.

The temporal selection is also correlated with the reference frame used for block prediction of the current block. Table V shows the percentage selection of \(mv_{H,264}\) and \(mv_{ScoR_0}\) and when these two predictors have the same value according to each reference frame. The temporal predictor selection increases with the temporal distance to the reference frames, which may appear strange at first sight. This selection is higher starting from the second reference frame. This increase proves the interest of the predictor adaptation according to the temporal distance between motion vector fields. Indeed the selection of the further reference frames also increases. For CIF sequences, the fourth reference frame selection is increased by 38% compared to the simple use of \(mv_{H,264}\). However, note that, in all cases, the predictor is obtained by scaling the collocated vector on the previous frame which does not depend on the distance between the current frame and the reference frame.

3) SKIP-Mode Competition: Fig. 7 shows the percentage increase of the number of macroblocks encoded with the SKIP mode. The average is 8.5%. This increase is correlated with the QP and with the sequence type. For sequences with large objects and fluid motion like Soccer or Crew, the percentage of SKIP selection is increased using the proposed scheme. However, we can notice that selecting a spatial predictor as the second predictor is less efficient for sequences with static background such as BBC news and Modo or Ice and Mobile. Such sequences benefit more from a configuration with one spatial and one temporal predictor. For instance, the percentage bitrate savings obtained on BBC news with \(mv_{H,264}\) and \(mv_{ScoR_0}\) in the \(P_8\) set is 6.7% against 5.8% for the proposed scheme.

As in this section we have illustrated the combination of a competing scheme on motion vector predictors and a competing scheme on the SKIP mode, it is interesting to note the individual gain related to each scheme. As illustrated in Table III, the average bitrate gain resulting from the competition-based SKIP mode alone is 2.6% (second line), and the savings resulting from the modification on the motion vector coding leads to an average bitrate gain of 3.5% (third line). Moreover, as it can be seen from the fourth line of Table III, the global bitrate savings obtained by combining the best sets of predictors is almost the sum of these individual increases (5.9%). This result proves the complementarity of the two schemes. Indeed, only with the competition-based SKIP modes, the number of bits per vector increases and only with the modification on motion vector, the number of SKIP mode decreases, while with the combination of these two methods, none of the inter modes is penalized.

4) Global Bitrate Reduction On the Test Set: Table VI presents the percentage of bitrate saved for each sequence using the competition for both motion vector prediction and the SKIP mode. It can be noticed that the proposed method offers a compression gain for all sequences of the test set. Of course, this test set is composed of sequences with motion and some of them with complex or fast motions, which implies a large proportion of motion information in the bitstream. Nevertheless, compression gains are also obtained on sequences with simple or no motion (e.g., videoconferencing sequences) such as Paris and Akiyo. These gains are, respectively, 3.2% and 3.9%. For this kind of sequences, the SKIP mode is already widely used, and consequently the increase of number of SKIP mode is lower and the proportion of motion information is already low. For sequences with fast or complex motions, the compression gain is higher and sequences exhibiting global and constant motion, combined with a high level of spatial details (such as City) take full advantage of the temporal prediction, whereas the classical spatial median usually fails. The increase of bitrate reduction is also closely related to the increase of distortion, as depicted in Fig. 8. These results are computed as described in [23]. The RD curves for the same sequences are presented in Fig. 9, illustrating the efficiency of the method across different rate points. At low bitrates, the motion information tends to become a significant part of the total bitstream, so its reduction leads to the highest improvements. Finally, the bitrate reduction is not related to the resolution, yet clearly to the frame rate. For instance, the bitrate saving for Foreman at 30 Hz is 7.7% and for the same sequence at 15 Hz the bitrate saving is 4.1%.
This is explained by the temporal distance between the motion vector fields. With a frame rate equal to 15 Hz, the temporal distance is larger and the efficiency of the collocated motion vector is lower. Finally, the average bitrate gain is 7.7\% and reaches 45\% for the Raven sequence at QP 40 (to be precise, a simultaneous gain of 38\% in bitrate in addition to a gain of 0.3 dB).

### C. High Profile

In this profile, the problem is slightly modified due to the presence of B pictures, where B stands for bipredictive (and not necessarily bidirectional) and multiple reference frames, which allow new choices for the selection of the predictors. The related questions to be answered are the following.

- Is the set used for the P-frames in the Baseline profile still adapted to the High profile, where the temporal distance between P-frames is increased?
- Which set is the most adapted to the B-frames, and is it the same for all the B-frames between two P-frames?

Table VII gives the average bitrate savings on P-frames for several combinations of $\mathcal{P}$ and $\mathcal{P}_a$ sets. The same sets as the ones proposed for the Baseline profile give the best results for the P-frames. Most remarks made for the experimental results in the previous section are still true, such as the frame rate or the temporal distance between two motion vector fields influence on the efficiency of temporal predictors and the selection of the temporal predictor increases with QP values and furthest reference frames. Now the temporal distance between two P-frames is larger and, consequently, the temporal correlation between motion vector fields is smaller. As depicted in Table IX, the average selection of the temporal predictor is 26\% against 44\% in Baseline profile (Table IV). This decrease yields a reduced gain on P-frames (2.5\%) compared to the gain on P-frames for the Baseline profile (6.5\%).

The reduced gain on P-frames is partly compensated by the gain on B-frames. The efficiency of predictors varies with the number of B-frames used. As for the P-frames, the combination of one spatial and one temporal predictor gives the best
results. The spatial predictor selected is $mv_{H,264}$. Table VIII illustrates the average gain on each B-frame ($B_1$, $B_2$) related to the second temporal predictors. In this table, $mv_{col_{t,0}}$ is the motion vector collocated in the future frame without scaling. The $mv_{Scd_{t,0}}$ represents the scaled predictors collocated in the past frame given by (17) and (18). The $mv_{Scd_{t,1}}$ represents the scaled predictors collocated in the frame $Ref_{f_1}$ given by (2) and (3). The $mv_{Scd_{t,-1}}$ represents the scaled predictors collocated in the $B-1$-frame given by (19)–(22) according to the directions and the availability of the collocated vectors. Finally, after several tests, we have defined the $mv_{Bcol}$ for $B_1$ frame which leads to the best results. This predictor is equal to $mv_{Scd_{t,1}}$ value if the collocated block is not intra coded, else this predictor is equal to the $mv_{au}$ value.

The interest of the motion vector scaling is still showed with the increase of bitrate for $mv_{col_{t,1}}$. Then, the difference of bitrate saving for $mv_{Scd_{t,0}}$ and $mv_{Scd_{t,1}}$ proves that the motion vector field of a B-frame is more correlated with the future reference frame, which goes through all B-frames, than with the past reference frame. Finally, the best second predictors for $B_2$ are given by $mv_{Scd_{t,-1}}$ because $mv_{col_{t-1}}$ and $mv_{col_{t,-1}}$ predictors cover a smaller distance than $mv_{col_{t,1}}$, which gives higher precision. This predictor generates a higher bitrate saving percentage on $B_2$ than on the first B-frame ($B_1$) which can only use $mv_{Scd_{t,1}}$. In the sequel of this section the experimental results are given with this configuration.

Table IX shows the average percentage selection of each predictor for $P$, first, and second B-frames on the whole test set. For $B_1$ and $B_2$-frames, the temporal predictors proposed are more often selected than the classical $mv_{H,264}$. It can be noticed that this selection is slightly higher for the second B-frame. This still proves the highest importance of the temporal distance between motion vector fields.

Finally, Table X presents the percentage of bitrate saved for each sequence. As in the experimental results described for the Baseline profile, our method offers a compression gain for all sequences of the test set. The average bitrate saving for the High profile is 4.3%. This lower gain than for the Baseline profile is explained by the results obtained on P-frames, which represent in average 65% of the global bitrate with two B-frames configuration.

VI. CONCLUSION

In this paper, two competition-based schemes are proposed, one for the prediction of the motion vectors and one for the SKIP mode. The motion vector predictors are selected via an RD-criterion that considers the cost of the residual and the index for the prediction. The same scheme is applied to select the best predictor for the SKIP mode. Temporal and spatial predictors are thus added to the standard motion vector predictor with the aim to exploit both temporal and spatial correlations between the motion vector fields. Moreover, the use of multiple reference frames and B-slices gives rise to some adaptations of predictors. Thereby, in this paper, some scaled temporal predictors have been proposed according to the temporal distance between the motion vector fields.

These two combined techniques, implemented in the JM10.0 H.264 reference software for Baseline and High profile, provide a systematic bitrate reduction (computed with the VCEG metric) with a decrease of the computational complexity at the decoder. For the recommended VCEG configurations in the Baseline and the High profile, the average bitrate savings are, respectively, 7.7% and 4.3%. The gain can reach up to 45% on one sequence 720 p at 60-Hz frame rate for Baseline profile. These gains are obtained with the use of a spatial and a temporal predictor for the competition-based scheme on motion vectors and with two spatial vectors for the SKIP-mode modification. However, other predictor combinations give some interesting results on specific sequences or QPs. An adaptation of predictors set according to the statistical characteristics of the sequence should allow to increase even more the bitrate saving.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Resolution</th>
<th>Frame rate</th>
<th>Average bitrate saving</th>
</tr>
</thead>
<tbody>
<tr>
<td>BBC news</td>
<td>CIF</td>
<td>30Hz</td>
<td>2.5%</td>
</tr>
<tr>
<td>City</td>
<td>CIF</td>
<td>30Hz</td>
<td>3.9%</td>
</tr>
<tr>
<td>Crew</td>
<td>CIF</td>
<td>30Hz</td>
<td>3%</td>
</tr>
<tr>
<td>Foreman</td>
<td>CIF</td>
<td>30Hz</td>
<td>4.4%</td>
</tr>
<tr>
<td>Ice</td>
<td>CIF</td>
<td>30Hz</td>
<td>3.7%</td>
</tr>
<tr>
<td>Mobile</td>
<td>CIF</td>
<td>30Hz</td>
<td>7.2%</td>
</tr>
<tr>
<td>Modo</td>
<td>CIF</td>
<td>30Hz</td>
<td>2.8%</td>
</tr>
<tr>
<td>Soccer</td>
<td>CIF</td>
<td>30Hz</td>
<td>2.3%</td>
</tr>
<tr>
<td>Stefan</td>
<td>CIF</td>
<td>30Hz</td>
<td>2.4%</td>
</tr>
<tr>
<td>City</td>
<td>SD</td>
<td>30Hz</td>
<td>2%</td>
</tr>
<tr>
<td>Crew</td>
<td>SD</td>
<td>30Hz</td>
<td>3.1%</td>
</tr>
<tr>
<td>Ice</td>
<td>SD</td>
<td>30Hz</td>
<td>2.9%</td>
</tr>
<tr>
<td>Soccer</td>
<td>SD</td>
<td>60Hz</td>
<td>5.2%</td>
</tr>
<tr>
<td>Raven</td>
<td>720p</td>
<td>60Hz</td>
<td>12.3%</td>
</tr>
<tr>
<td>City</td>
<td>720p</td>
<td>60Hz</td>
<td>7.1%</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td>4.3%</td>
</tr>
</tbody>
</table>