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Abstract—In this paper we describe a network module detection approach which combines a rapid and robust clustering algorithm with an objective measure of the coherence of the modules identified. The approach is applied to the network of genetic regulatory interactions surrounding the tumor suppressor gene p53. This algorithm identifies ten clusters in the p53 network, which are visually coherent and biologically plausible.
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I. INTRODUCTION

Cancer is a systemic disease. It has different manifestations in different tissues—idiosyncrasies which are of fundamental importance to patients and their clinicians—but underlying all forms of cancer is a shared network of genetic regulatory interactions. The 30,000-odd genes of the human genome probably produce several hundred thousand proteins; the activities of thousands of genes have been observed, in DNA microarray experiments, to change in cancerous cells [1]. And yet it appears that mutations in only four to six genes are sufficient to trigger the process of malignant transformation[2].

Research into cancer has, so far, primarily taken the form of intensive investigation of individual genes and a small number of interactions between genes. Recently, however, it has been suggested that cancer can only be fully understood, and hence combated, at the systems level. Several researchers have published small genetic regulatory networks (GRNs) for cancer genes (e.g. [1], [3]) and our laboratory is currently in the process of compiling a comprehensive database of regulatory interactions surrounding the key tumor suppressor gene p53.

We selected p53 as the starting point of the network because it is widely recognized as one of the most important cancer genes. p53 and a gene known as Mdm2 engage in a complex feedback loop in which the Mdm2 protein inhibits the p53 protein by binding to it and marking it for degradation. p53 in turn promotes the transcription of Mdm2. This delicately balanced loop keeps p53 present at low levels in the cell. When the cell is subjected to stress or DNA damage the loop is disrupted and p53 levels rise, triggering a cascade of molecular events via a complex web of genetic regulatory interactions. This cascade eventually leads to either a delay in the cell cycle, giving time for the DNA repair machinery to operate, or, if the damage is too severe, to programmed cell death, known as apoptosis. If p53 is incapacitated the ability of the cell to cope with damage to the DNA is severely impaired; p53 has been found to be mutated in more than 50% of solid tumours, and inactivated in many others [3]. Consequently there has been considerable research into p53, its nature and interactions. Tens of thousands of papers have been published on this gene since its discovery in 1979; a search of the PubMed literature database in August 2004 yielded 32,454 hits for "p53". Restricting the search to "p53 regulation" reduced the number of hits returned to a (slightly) more manageable 7,567.

The computational modelling of genetic regulatory networks has been of interest to researchers since Kauffman developed the concept of Random Boolean Networks (RBNs) in the 1960s [4]. In an RBN genes are modelled as nodes in a network, with interactions between genes or gene products represented as directed arcs between nodes. Time is discreet, and at any time point a node may be in one of two states—on or off, represented as 1 or 0. Each node updates itself using a random Boolean function of its inputs.

RBNs have been widely studied as GRN models because, when appropriately parameterized, they exhibit similar gene expression dynamics to living cells. Depending upon factors such as average connectivity, mode of update, and proportion of inhibitory links, the network may collapse rapidly to a stable state (a point attractor), cycle through a small number of states (limit cycle behaviour) or exhibit no discernable pattern of expression (‘chaotic’ behaviour)1 [5].

From the point of view of biologists interested in a specific disease, such as cancer, RBNs are too general a model. In particular, the random manner in which interactions between nodes are assigned, and the use of random node update tables, means that while RBNs may model large scale GRN behaviour adequately, they do not provide deep insight into specific systems. One alternative which has been used by some researchers is to model GRNs in exquisite detail, including

1 A network of finite size cannot exhibit truly chaotic behaviour, since the number of states which it can visit are finite. The term ‘chaotic’ is, however, widely used for networks with no discernable expression pattern.
factors such as DNA and RNA transcription and translation rates, mRNA and protein degradation times, and reaction kinetics (e.g., [6]). This approach is only computationally feasible for small numbers of genes, and detailed information about reaction and degradation rates is not available for large numbers of genes and proteins.

Eukaryotic gene regulation is a complex and delicately balanced process; multiple proteins are often required, binding to each other and to the promoter regions of the DNA, to initiate or inhibit DNA transcription. The details of the regulatory process are not fully understood for most genes, making it impossible to model large genetic regulatory networks in detail.

The type of information which is available on a large scale is at a somewhat higher level of abstraction, the level of promotion and inhibition of gene transcription. By modelling the p53 GRN at an intermediate level of abstraction we hope to be able to use analytical approaches developed using abstract models such as RBNs while retaining a sound biological basis for the topology of the networks.

II. METHODS

A. The p53 Genetic Regulatory Network

The p53 network is built from a database of genetic regulatory interactions culled manually from the biomedical literature. In order to build the database the biomedical literature was scanned from individual regulatory interactions between genes and proteins known to be important in protecting cells from malignant transformation, starting with those proteins known to interact with p53. Individual interactions are then assembled into a regulatory network.

In the network each node represents a protein. In most cases each gene produces a single protein, but there are several instances of a single gene giving rise to multiple proteins, usually by alternative splicing of exons. In such a case, each protein is represented as an individual node. Arcs between nodes represent regulatory interactions, either positive or negative.

The p53 network to date consists of 91 interactions between 67 proteins. Because of the manner in which the data has been collected, starting from a single protein and adding relationships between that protein and others known to interact with it, the network consists of a single connected component. Of the regulatory relationships 72 (79%) are excitatory (Figure 1). Inhibitory interactions do not appear to be scattered randomly throughout the network, as tends to be the case in RBNs; instead they are centred around a small number of specific genes.

Many interaction networks have also been shown to exhibit “small-world” properties [8]. A small-world network has a small but significant number of short-cut connections between otherwise widely separated nodes. This organization leads to characteristic topological features, including a small diameter (defined as the longest of the shortest paths between every pair of nodes in the network). Small-world networks also have a large average cluster coefficient, C, compared with randomly connected networks with the same number of nodes and links. Cluster coefficient is a measure of the extent to which the neighbours of a node are linked to each other:

$$C = \frac{1}{n} \sum_{i=1}^{n} \frac{c_i}{N_i (N_i - 1)/2}$$

where $n$ is the number of nodes in the network, $C_i$ is the number of connections between neighbours of node $i$, and $N_i$ is the number of neighbours of node $i$.

We used the network analysis package Pajek to analyze the p53 network in terms of the above statistics [9].
C. Iterative Vector Diffusion

Many networks appear to be organized into a number of modules. A module is generally defined as a subnetwork of a graph, the nodes of which have more connections to other nodes within the module than to external nodes [10]-[13]. We would expect the p53 network to be modular; several different types of intracellular interaction networks have already been found to be have a modular organization [14]-[16]. More specifically, Thiery & Romero have shown in the case of RBN models that there is a functional requirement for feedback loops in GRNs. They found that "the fraction of the total number of consistent combinations of [network] parameter values that make a circuit functional decreases geometrically with the circuit length. From a biological point of view, this suggests that regulatory networks could be decomposed into small and relatively independent feedback circuits or "regulatory modules"[17].

We identified clusters of nodes in the network using a two-step process. The similarity matrix for the network was generated using an iterated vector diffusion algorithm [14], and clusters detected using a standard k-means clustering algorithm.

For the purpose of running the iterative vector diffusion algorithm, the directed p53 network was converted to an undirected network. "Closeness" between nodes is thus calculated based only the pattern of links, and not the direction of those links.

The algorithm is initialized by assigning to each vertex a binary vector of length \( n \), initialized to

\[
v_{i,j} = \begin{cases} 
0, & i \neq j \\
1, & i = j 
\end{cases}
\]  

where \( i \) is an index into the vector and \( j \) is the unique number assigned to a given node. This generates an initial set of \( n \) orthogonal vectors.

The algorithm proceeds iteratively. At each iteration an edge from the network is selected at random and the vectors associated with each of its nodes are moved towards each other by adding a small amount, \( \delta \) to each element of the vector. This vector diffusion process is iterated until a stopping criterion is met. We chose to compute a maximum number of iterations as the stopping criterion. This number, \( \text{iter} \), is dependant upon both the number of connections in the network, \( c \), and the size of \( \delta \) such that

\[
\text{iter} = c \times \left( \frac{\alpha}{\delta} \right)
\]  

where \( \alpha \) is the average amount by which a vector is changed in the course of the run. A value for \( \alpha \) of 0.1 was selected empirically in trials on artificially generated networks. The stopping criterion was not found to significantly affect the clustering results.

D. Clustering

At the end of the vector diffusion process the vectors, initially mutually orthogonal, are clustered in \( n \)-dimensional space. To reduce the dimensionality of the data set, the vectors are then subjected to clustering using the k-means clustering algorithm implemented by [19]. Since the iterative vector diffusion algorithm is stochastic, generating a slightly different set of vectors on each run, the algorithm was run ten times on the p53 network to generate ten sets of \( n \)-dimensional vectors. Each set of vectors was clustered independently.

Most clustering algorithms, k-means included, require the user to specify in advance the number of clusters to be identified in the data. The algorithm will then proceed to identify that number of clusters, whether or not they have any meaning in the context of the data. When analyzing a genetic regulatory network, it is important not to have spurious clusters on the one hand, or to erroneously merge independent clusters, on the other. In order to objectively identify the number of clusters inherent in the network, we used a measure we call cluster coherence, \( \chi \) [14]. Cluster coherence is a measure of the relative proportion of links between nodes within and external to a previously identified module, and is defined as

\[
\chi = \frac{2k_i}{n(n-1)} - \frac{1}{n} \sum_{j=1}^{n} \left( \frac{k_{ji}}{k_{ij} + k_{ji}} \right)
\]  

where \( k_i \) is the total number of edges between nodes in the module, \( n \) is the number of nodes in the network, \( k_{ij} \) is the number of edges between node \( j \) and other nodes within the module, and \( k_{ji} \) is the number of edges between node \( j \) and other nodes outside the module. \( \chi \) takes a value between -1 (no modularity) and 1 (a fully connected, stand-alone module).

The cluster coherence measure was used to assess the quality of the clusters generated by the k-means clustering. For each set of vectors we ran multiple cluster analyses, each with a different target number of clusters, with the number of clusters varying between two and twenty. The maximum value of twenty clusters was chosen because with twenty clusters in a 68-node network, each cluster would be expected to contain around four nodes on average. Clusters of fewer than four nodes are unlikely to be biologically significant.

For each clustering the number of clusters and the minimum, maximum and average cluster coherence was recorded. The number of clusters used in the final analysis was chosen to correspond to the point at which maximum average cluster coherence was generated.

Each clustering generated a slightly different set of clusters. A consensus clustering was produced by assigning each node to the cluster to which a majority of the runs had assigned it. All further analysis was carried out on the consensus clustering.

III. RESULTS

A. Connectivity

Many naturally occurring networks have been found to have
a scale-free pattern of connectivity. The p53 network appears to be no exception, although there are still too few nodes in the network to make such a statement unequivocally (Figure 2). The degree distribution of the nodes, both for in-degree and out-degree closely fits a power law, with an $R^2$ value of 0.98 for input connectivity and 0.96 for output connectivity.

The diameter of the network is 9, and the cluster coefficient is 0.0087. The equivalent values for a randomly connected network with the same number of nodes and links would be diameter 14 and cluster coefficient 0.0115. The network does not therefore appear to have small world characteristics.

### B. Cluster identification

As discussed in the Methods section, the number of clusters to be analyzed was selected by inspection of the scatterplot of cluster number against average cluster coherence (Figure 3). Because the iterative vector diffusion algorithm is stochastic, the target number of clusters was not always achieved. The concept of coherence does not make sense for single-node "clusters", so such clusters were eliminated from the analysis.

For purposes of comparison a standard graph-partitioning algorithm was also applied to the network. The algorithm used was a $k$-core partitioning algorithm, which produces subnetworks in which each vertex has at least $k$ neighbors in the same core according to the number of input links, output links, or all links. Partitioning on the basis of all links, regardless of direction, as was done for the $k$-means based algorithm, produced the network shown in Figure 5. Three partitions were identified using this algorithm. One of the partitions corresponds closely to cluster 9 in Figure 4, with the addition of two nodes from cluster 6. The members of the other two partitions are scattered throughout the rest of the network, and do not form tightly connected clusters. Because the algorithm operates on the basis of number of edges per node, it tends to assign low-connectivity peripheral nodes to a one partition and the higher-connectivity internal nodes to another. The clustering arising from the two-step iterative vector diffusion / $k$-means clustering appears to give more biologically relevant results.

The resulting network, with the clusters indicated by the numbering of the nodes, is shown in Figure 4.

![Figure 3. Scatterplot of cluster number against average cluster coherence. Coherence peaks at around ten clusters.](image)

![Figure 4. Consensus clustering of the p53 network. The number in brackets beside each node is the cluster to which the node is assigned.](image)
Figure 5. $k$-core partitioning of the p53 network. Three clusters have been identified, as indicated by node shading (black, white or grey) and the cluster number in brackets beside each node.

C. Cluster biology

The validity of the cluster analysis of the network can only be assessed in terms of biological relevance. Since we are working with a genetic regulatory network, topological clusters could be expected to correspond with groups of proteins involved in a similar biological function or process, and probably largely located in the same subcellular compartment. The Gene Ontology Consortium (GO) produces a controlled vocabulary which can be used to describe proteins in terms of molecular function, biological process and cellular component [20]. We characterized each of the proteins in the network in terms of these three GO categories, as far as they were available at time of download, from the Entrez database [21].

Cluster 1 is built around the effect of the Transforming Growth Factors (TGFβ1, 2 and 3). These three proteins all function via the same receptor signaling systems (TGFBR1 and TGFBR2). The downstream nodes in this cluster are all transcription factors, apart from the cell growth regulator CDKN2B and the gene for telomerase reverse transcriptase (TERT), deregulation of which is hypothesized to be involved in oncogenesis [22].

Cluster 2 consists of genes coding for proteins involved in handling epidermal growth factor (EGF). EGF stimulates cell division, and the ability to divide without the stimulus of EGF is characteristic of many cancers. In this cluster are the genes for two platelet-derived growth factors (PDGFA and B), two platelet-derived growth factor receptors (PDGFRα and B), a protein which binds the epidermal growth factor receptor (GRB), and one which is involved in the regulation of epidermal growth factor receptor activity (SHC1).

Cluster 3, which is linked to Cluster 2 via SHC1, picks up the interplay between Epidermal Growth Factor (EGF), a potent mitogen, and the tumor suppressor gene PTEN. The EGF precursor is a membrane-bound molecule which is cleaved to produce EGF, which then binds to the EGF receptor (EGFR). EGFR in turn activates a family of phosphoinositide-3-kinases (PI3Ks) [23], which activate the AKT1 oncogene. AKT1 then phosphorylates and inactivates components of the apoptotic machinery.

Cluster 4 is a classic feedforward network motif, consisting of two mitogen activated protein (MAP) kinase kinases and their targets, three MAP kinases. Kinases act to phosphorylate proteins, thereby changing their activity, and appear to be very important in genetic regulation. The p53 network, as would be expected, involves a number of different kinases.
Cluster 5 contains the conceptual, if not the visual, heart of the network; the bidirectional feedback loop between p53 and Mdm2, as discussed in the Introduction. Also included in this cluster are genes directly regulated by p53. This cluster clearly reflects the incompleteness of the network to date; the p53 protein is known to bind directly to numerous other proteins, none of which have yet been incorporated into the database. Also shown in this cluster is the Human Papilloma Virus E6, which acts to inhibit p53.

Cluster 6 is based around the oncogene RAF1, which functions downstream of the RAS family of oncogenes, of which K-RAS is included in this cluster. RAF1 activates MEK1, which triggers a cascade of gene regulation involved in, amongst other things, cell division and apoptosis, defects in both of which are crucial to carcinogenesis. Also in this cluster are the Janus kinases (JAK1, 2 and 3) and their activators.

Cluster 7 consists of the retinoblastoma gene, Rb, and associated transcription factors (E2F1, E2F2 and E2F3). Retinoblastoma mutations predispose individuals to multiple retinal tumours in childhood. The transcription factors are also known to be important in cell cycle progression, as is the final member of the cluster, CDK6.

Clusters 8, 9 and 10 are less clear-cut and convincing as biological modules than the previous ones. The network at this point is quite highly connected, with a number of long-distance links which make cluster membership hard to determine.

Cluster 8 consists solely of the gene IL3. Cluster 9 comprises two related oncogenes, H-RAS and N-RAS, both of which upregulate the cyclin dependant kinase inhibitors INK4A and ARF. Like cluster 4, this cluster is a classic network motif. The addition of the B-RAF oncogene, about which almost nothing is known, is questionable. Apart from the fact that B-RAF, like H-RAS and N-RAS, is an oncogene, there appears to be biological evidence that it is functionally related to the other members of this group. Apparently anomalous cluster memberships such as this will be of particular interest to observe as the network grows and more details of the biological relationships between these proteins are incorporated.

Cluster 10 is a less-than-convincing unit, comprising a triad representing the fusion product of the BCR gene on chromosome 22 and the ABL gene on chromosome 9. A reciprocal translocation between the two chromosomes at points within these genes produces the Philadelphia chromosome, often found in patients with chromic myelogenous leukemia. The inclusion within this cluster of cyclin dependant kinase 4 (CDK4) and the colony stimulating factor 4 receptor beta gene (IL3RB4) is erroneous.
The p53 GRN appears so far to have a scale-free pattern of connectivity, as has been found for several other intracellular interaction networks [24], [14]. The average connectivity is about 1.4, but there are a small number of highly connected hubs which give the network its scale-free character. Interestingly, the network is not a small world network [25], since while its diameter of 9 is very close to the expected value for an equivalent random network (14), the cluster coefficient of this network is also very similar to that expected of a random network (0.0087 and 0.0115 respectively). A small world network is characterized by a large cluster coefficient, which is hypothesized to facilitate local information transfer. It is possible that the strongly directed nature of a GRN means that efficient local information transfer is not a selective advantage to the organism. Alternatively, the low cluster coefficient may be an artefact of the currently relatively small size of the network.

Another striking feature of the network is the manner in which inhibitory links tend to be concentrated around a small number of genes. The majority of the interactions (79%) in the network are positive. The negative interactions are focused around three genes—the tumor suppressor Rb1, the p53/Mdm2 loop and the oncogene c-Abl.

Simulation of GRN dynamics with RBN models has shown that the networks exhibit stable limit cycle dynamics only when correctly parameterized. For an RBN this means an average connectivity of about 2, a high proportion of nodes with canalizing Boolean update functions, or a proportion of inhibitory links of about 0.4 [25]. Networks with sparse connectivity tend to freeze to a point attractor, while those with high connectivity become chaotic. In an RBN inhibitory links tend to be assigned at random and hence are scattered throughout the network. The effect of the concentration of inhibitory links observed in the p53 network upon the dynamics of the network is yet to be examined. The likely effect of inhibitory interactions is further complicated by the existence within the network of both oncogenes and tumor suppressor genes. Inhibition of an oncogene is functionally equivalent to the activation of a tumor suppressor gene such as Rb.

The dynamic behaviour of the network will also be affected by its organization into a number of modules. The clustering approach used here combines a simple and robust clustering algorithm with an objective measure of the "goodness" of the resulting clustering. Using the combined algorithm we identified ten clusters within the network, most of which are visually coherent and appear to have biological plausibility. Several of them, notably clusters 8 and 9, are typical of the type of network motifs identified by automated algorithms [26], [27], which have been identified as recurrent functional motifs.

The p53 GRN is probably inherently modular, as most biological interaction networks appear to be. However, the network as it stands is incomplete, and no firm conclusions can yet be drawn about the modularity of the whole network. Individual biologists tend to work upon small groups of related genes, an approach which probably biases the generated data in favour of modularity; and there are an unknown number of as-yet unidentified interactions between known genes. Despite these caveats, the approach developed upon this relatively small data set has produced biologically plausible clustering, and will be directly applicable to larger networks as they are accumulated. It is interesting to note in this context that the k-mode graph partitioning algorithm did not

As the p53 network becomes larger, the question of scalability of the clustering algorithm arises. One advantage of the use of binary vectors is that even very large vectors are easily manipulated by desktop computers. A modification of the current algorithm, using hierarchical rather than k-means clustering (which is much more computationally intensive) has previously been applied to a network of 1,955 nodes and 1,416 edges and has proven computationally tractable [28]. Although the p53 network may eventually exceed this size, it does not appear that scalability will be a major problem.

The incomplete nature of the current network is not necessarily a drawback. As well as facilitating the development of analytical algorithms, starting with a small network permits monitoring the characteristics of the network as the database grows. This approach should permit us to predict the consequences of incomplete information (and large-scale biological datasets are always incomplete!) upon the topology of the resulting network; for example, if modularity decreases as the network size increases we may be able to predict the degree of modularity of the complete network of several thousand genes well in advance of actually collecting the data.

We have chosen to model the p53 network at an intermediate level of abstraction. There are several reasons for this. We wish to retain as much biological information as possible in the network structure and update rules, in order that analyses of the network structure and dynamics yield useful information which can be applied to the real p53 GRN, producing hypotheses which can be tested in vivo. However, detailed biological information simply does not exist for many of the thousands of genes and proteins involved. The choice then becomes whether to build highly detailed models of very small networks, or more abstract models of very large ones.
V. CONCLUSIONS

The relationship between network topology and dynamics is of considerable interest to modelers of genetic regulatory networks. In this paper we describe an algorithm for the detection of modularity in an undirected network, and apply it to the GRN surrounding the tumor suppressor gene p53. The modules so detected are biologically plausible, and some of them appear to be self-contained functional units. Future work on this model will examine the relationship between the network topology and gene expression dynamics.
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