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Abstract—This paper investigates a novel streaming architecture consisting of home-to-home online (H2O) devices that collaborate with one another to provide on-demand access to large repositories of continuous media such as audio and video clips. An H2O device is configured with a high bandwidth wireless communication component, a powerful processor, and gigabytes of storage. A key challenge of this environment is how to place data across H2O devices in order to enhance startup latency, defined as the delay observed from when a user requests a clip, to the onset of its display. Our primary contribution is a novel replication technique that enhances startup latency, while minimizing the total storage space required from an environment consisting of \( N \) H2O devices. This technique is based on the following intuition: The first few blocks of a clip are required more urgently than its last few blocks, and should be replicated more frequently in order to minimize startup latency. We develop analytical models to quantify the number of replicas required for each block. In addition, we describe two alternative distributed implementation of our replication strategy. When compared with full replication, our technique provides on average greater than 97% (i.e., several orders of magnitude) savings in storage space, while ensuring zero startup latency and a hiccup-free reception.

Index Terms—Continuous display, data placement, peer-to-peer networks, replication.

I. INTRODUCTION

Advances in computer processing, storage performance, and high speed wireless communications have made it feasible to consider peer-to-peer network of economical devices that provide access to a large volume of data. Intel, for example, offers a small device that consists of a 500-MHz processor and a wireless component that operates in the 5-GHz spectrum, offering transmission rates in the order of tens of megabits per second. The cost of this device is approximately U.S. $85. Similar to desktop personal computers, one may extend this device with mass storage.

One application of these devices is to stream continuous media, e.g., audio clips, movies, news clips, etc., for home entertainment systems. When compared with traditional data types such as text and still images, continuous media consist of a sequence of quanta, either audio samples or video frames, that convey meaning when presented at a pre-specified rate \([7], [12]\). Once the display is initiated, if the data is delivered below this rate then a display might suffer from frequent disruptions and delays, termed “hiccups.” This paper assumes constant bit rate (CBR) continuous media, with a fixed display bandwidth requirement. A novel feature of this framework is that each home-to-home online (H2O) \([9], [11]\) device may employ its resources to participate in delivery of multimedia content to an actively displaying H2O device. One example deployment of H2O might be that of Fig. 1. A household may store its personal video library on an H2O cloud. This would make the library widely available to enable a user to retrieve their content anywhere, e.g., at a friend’s home. The system might encrypt the content to either protect it from unauthorized access, i.e., authentication, or implement a business model for generating revenues.

Note that an H2O framework complements the existing wired solutions based on xDSL technology or cable networks \([23], [8]\). In \([19]\), it was noted that the overall bandwidth required to implement an interactive video-on-demand (VoD) solution based on a naïve design that employs one centralized server would be as high as 1.54 Pbps for the entire United States. By replicating blocks so that they are closer to a consuming H2O device, the number of accesses to a centralized server is minimized. This means that an H2O device might act in three possible roles:

1) producer of data;
2) an active client that is displaying data;
3) a router that delivers data from a producer to a consumer of data.

At times, there might be congestion in the system limiting the bandwidth available to an H2O device, say H2O\(_j\). If H2O\(_j\) references clip \(X\) with bandwidth requirements \((B_{\text{display}})\) in excess of the bandwidth of the connection to H2O\(_j\) \((B_{\text{link}})\), then H2O\(_j\) must prefetch enough data to prevent H2O\(_j\) from starving for data. Assuming \(S_C\) denotes \(X\)’s size, the amount

Fig. 1. Home-to-home online devices streaming continuous media.
of prefetch data is \( S_P = S_C - [(B_{Link}/B_{Display}) \times S_C] \). The time required to stage \( S_P \) bytes of data at the H2O device dictates the startup latency incurred by that device. To illustrate, if \( B_{Link} = 1.5 \text{ Mbps} \) and \( B_{Display} = 4 \text{ Mbps} \) then the display of a 2-h movie must prefetch 2.2 Gb of data, resulting in a 75-min delay. To simplify discussion, this paper assumes a wireless peer-to-peer network of H2O devices where the transmission bandwidth of each device is in the order of tens of megabits per second and each device is able to estimate the available bandwidth to its neighbors. The wired infrastructure continues to serve as the backbone of an H2O cloud. See Table I for the definition of terms used repeatedly in this study.

The H2O devices might be configured in a variety of ways to support a hiccup-free display. One may require a displaying H2O device to download a clip in its entirety from one or more remote mirrored servers prior to initiating its display, using a technique such as [21]. This paradigm suffers from the following limitations. First, the user might perceive loss of data when the mirrored servers containing a referenced data item become unavailable due to either hardware failures, network partitioning, high system load, etc. Second, an H2O device that is many hops away from the base station (and hence, the remote mirrored servers) might observe a long delay from when its user references a clip, to the onset of its display, termed startup latency. It is long because 1) the first block of a clip must make multiple hops to arrive at the target H2O device, and 2) the requesting H2O device may not start display until sufficient data has arrived to compensate for network bandwidth fluctuations (due to its load). One may minimize startup latency by prefetching data. A H2O device may further reduce the startup latency by caching the prefetch portion of as many clips as possible. One extreme form of prefetching is to gradually replicate the entire repository on each H2O device. However, even if bandwidth is not a limiting factor, the storage capacity of each device might limit access to the entire repository. For example, to store 1000 2-h movies with \( B_{Display} = 4 \text{ Mbps} \), each H2O device must be equipped with more than 3 Tb of storage. This storage requirement increases when one considers each household’s video library. Our proposed replication strategy addresses this storage limitation. A recent study [5] investigates replication of popular data items in an unstructured peer-to-peer system for a nonstreaming framework. It employs analytical models to observe that a technique based on the square root of the popularity of a data item yields the best mean search size (MSS), defined as the number of walks necessary to locate the referenced data item. It does not consider hiccup-free display of continuous media, its average startup latency, or partial replication of a data item.

Numerous studies have analyzed the role of proxy servers and partial caching of continuous media in the context of the Internet [2], [22], [24], [28]. These efforts are in the context of unicast delivery of a stream to a client. In our framework, a request floods the network and multiple H2O devices might produce different blocks of a referenced clip. Other proxy caching studies have focused on the use of multicast or broadcast protocols [6], [13], [27]. These studies are different from our framework because the radio range of each H2O device dictates its connectivity with other H2O devices. Thus, a block may potentially make multiple hops in order to arrive at a target destination. Permutation-based pyramid [1], Skyscraper [14], and Pyramid [26] are broadcasting techniques for delivery of data. These techniques are complementary to placement of data and our proposed replication strategy. An adaptation of these techniques to an H2O cloud is a future research direction.

In this paper, we assume H2O devices may participate either as a client, a proxy cache server for other H2O devices, or both. Our primary contribution is a novel replication technique that is a hybrid of partial replication and prefetching. Its main insight is that the first few blocks of a clip are required more urgently than its last few blocks. Hence, it replicates these blocks more frequently in order to minimize startup latency. While an H2O device is displaying these blocks, other H2O devices with relevant blocks transmit their blocks to facilitate a hiccup-free display. Two key assumptions of our proposed technique are as follows. First, the total size of available audio and video clips exceeds the storage capacity of one device. Second, the bandwidth between two H2O devices exceeds the bandwidth required to display a clip. This assumption is realistic because 1) the average bandwidth required for DVD-quality video is typically quoted at 4 Mbps, and 2) emerging wireless protocols such as 802.11a provide transmission rates in the order of tens of megabits per second.

The rest of this paper is organized as follows. In Section II, we describe our proposed technique. Section III analyzes both worst and average cases for deciding how frequently a block should be replicated, along with the optimal block size. Next, Section IV outlines a distributed technique for controlling the placement of data. We conclude with brief conclusions and future research directions in Section V.

### II. DATA PLACEMENT AND REPLICATION

When an H2O device is deployed in a household, it registers itself with a base station (similar to how cellular phones register with their base stations). This process might flood the network with a register command. The base station requests different H2O devices to stage certain blocks of each clip with the objective to ensure that all H2O devices in its coverage area contain all blocks of different clips. This placement of data also implements our proposed replication technique.

### TABLE I

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous media</td>
<td>A sequence of quanta, either audio samples or video frames, that convey meaning when presented at a pre-specified rate.</td>
</tr>
<tr>
<td>Hiccup</td>
<td>Disruptions and delays encountered by a device when its H2O device starves for data.</td>
</tr>
<tr>
<td>Startup latency</td>
<td>Delay from when a H2O device requests a clip to the time the display begins.</td>
</tr>
<tr>
<td>Throughput</td>
<td>Number of simultaneous displays supported by participating H2O devices.</td>
</tr>
<tr>
<td>Kbps</td>
<td>Kilo bits per second.</td>
</tr>
<tr>
<td>Mbps</td>
<td>Mega bits per second.</td>
</tr>
</tbody>
</table>

See Table I for the definition of terms used repeatedly in this study.
In order to present our replication scheme, we assume a cycle-based display technique [3],[4],[18],[20],[25] for each H2O device. This technique assumes all blocks of a video clip are equi-sized. It displays one block with size $S_b$ in one cycle. The number of cycles is dictated by the number of blocks that constitute the clip. The duration of a cycle is dictated by the display time of a block that is fixed at $D$ s assuming a CBR continuous media, i.e., $D = S_b/B_{\text{Display}}$. This technique requires block $b_i$ to be memory resident before the display of block $b_{i-1}$ ends. Thus, if the time to retrieve a block from an H2O device that is one hop away is $h_i$, then block $i$ may tolerate $H_i$ hops where $H_i = ((i-1)D)/(h_i)$ relative to start of a display. To simplify discussion, assume $h_i$ is a fixed constant (see Section V for a discussion of $h_i$). Moreover, it is acceptable for an H2O device to receive block $b_i$ in fewer than $H_i$ hops. This is because it has sufficient disk bandwidth and storage to store these blocks for future use.

The core replication and placement strategy is as follows. For each video clip $X$:

1) Divide $X$ into $z$ equi-sized blocks, each $S_b$ in size.
2) Place the first block of $X$, $b_1$, on all nodes in the network. To simplify discussion, assume each H2O device is configured with sufficient storage capacity to store the first block of all clips. Due to space constraints, we do not discuss those scenarios when this assumption is violated.
3) For each block $b_i$ of $X, 1 \leq i \leq z$ compute its delay tolerance $H_i$ . This is the farthest number of hops that the block can be located from the H2O device that displays clip $X$.
4) Based on $H_i$ compute $r_i$, or, the total number of replicas for block $b_i$. The value of $r_i$ decreases monotonically with $i$ until it reaches 1.
5) Construct $r_i$ replicas of block $b_i$ and place each copy of the block in the network in such a way as to ensure that for all nodes there exists at least one copy of the block $b_i$ that is no more than $H_i$ hops away.

The value of $r_i$ is a topology dependent computation. In Section III, we consider different topologies and their impact on the amount of storage required by our proposed technique. Section IV describes a distributed implementation of our technique.

### III. Modeling and Performance Analysis

We analyze the value of $r_i$ with three different topologies. The first is based on a worst-case scenario. This model is intentionally pessimistic (biased against our proposed approach) to show our approach provides savings even with these assumptions. The second computes the average case based on a grid topology of $N$ H2O devices with $\sqrt{N}$ devices along each of the $x$ and $y$-axis. The last analyzes a graph topology based on a fixed area $A$ and radio range $R$ of the H2O devices. We quantify the storage requirements of our technique with each of these topologies for a clip with size $S_C$. With the grid and graph topologies, we derive an optimal block size $S_b$ to minimize total required storage. Next, in Section III-D, we compare the impact of these topologies when compared with one another and to a full replication scheme.

#### A. Worst-Case Linear Topology

The simple topology of Fig. 2 assumes the $N$ H2O devices are connected to one another sequentially. With $r_i$ copies of block $b_i$, when an H2O device requests $b_i$, in the worst case scenario, this request must visit $N-r_i$-1 H2O devices to retrieve $b_i$. In order to observe a zero startup latency, block $i$ should be replicated $r_i$ times where $r_i = N-H_i$. The value of $r_i$ for the last blocks of a video clip might be a negative number. In these cases, we reset the value of $r_i$ to one to ensure the availability of at least one block. The system stops replicating those blocks whose index exceeds $U_r$ where $U_r = \lceil((N-1)h)/(D) + 1\rceil$. This means the total storage space occupied by a clip with $z$ blocks once replicated $S_{C,R}$ is in (1), shown at the bottom of the page. With full replication, total storage required by a clip increases as a linear function of $N$, i.e., $N'S_C$.

To illustrate the benefits of our replication technique, Fig. 3 shows the percentage savings with our technique when compared with full replication. The $x$-axis of this figure is the display time of a clip, which varies from 2 to 120 min with increments of 2 min. The $y$-axis is the percentage saving defined as $100 \times \left(1 - \left(S_{C,R}/S_{C,N}\right)\right)$. This figure assumes

1) an environment with 1000 H2O devices $N = 1000$;
2) one hop delivery of a block requires 0.5 s ($h = 0.5$);
3) the bandwidth required for each clip is constant and fixed at 4 Mbps, $B_{\text{Display}} = 4$ Mbps.

\[
S_{C,R} = \begin{cases} 
S_b \times \left(\frac{zN - \left(D \times \left(\frac{(z+1)z}{2} - z\right)\right)}{h}\right), & \text{if } z \leq U_r \\
S_b \times \left(z - U_r + U_rN - \left(D \times \left(\frac{(U_r-1)U_r}{2}\right)\right)\right), & \text{if } z > U_r 
\end{cases}
\]
Thus, the size of a clip $S_C$ varies from 60 to 3600 MB. The size of a block is fixed at 1 MB $S_b = 1$ MB resulting in a display time of 2 s for each block, $D = 2$.

As the display time of a clip is increased from 2 to 120 min, the percentage savings provided by our technique increases. This is because $z$ exceeds $U_r$, which means that some blocks consists of only one copy. The percentage of these blocks dominates as the display time of a clip increases to 2 h, providing greater savings when compared with full replication.

To illustrate, a 2-min clip consists of 60 blocks ($z = 60$); $b_1, b_2, \ldots, b_{60}$). Hence, block $b_2$ should be replicated 996 times while the last block $b_{60}$ should be replicated 764 times. Total storage required by a clip is now 52 Gb while full replication requires 60 Gb. With a 20-min clip, the number of blocks that constitute this clip increases to 600, and the algorithm constructs one copy of each block with an index equal to or greater than 251, $U_r = 251$. Now, total storage required by a clip is 122 Gb (instead of 600 with full replication). $U_r$ remains fixed at 251 with longer clips, providing greater savings when compared with full replication.

Section III.D analyzes the behavior of our algorithm as a function of $N$.

### B. Grid Topology

With a topology that organizes $N$ nodes in a square grid of fixed area, each node (with the exception of those nodes on the edge) neighbors only the four nodes in each cardinal direction. At least one copy of block $b_i$ must be placed within $H_i$ hops of every node (where $H_i$ is as defined in Table II). For the grid topology, there are $2H_i^2 + 2H_i + 1$ nodes within $H_i$ hops of any given node. Therefore, the number of replicas $r_i$ required for block $b_i$ is given as

$$r_i = \left\lceil \frac{N}{2H_i^2 + 2H_i + 1} \right\rceil.$$

We numerically studied the behavior of this model for clip sizes ranging from 2 min to 2 h ($S_C$ ranges from 60 to 3600 MB), various per-hop delays ($h$ varies from 0.125 to 1.5 s), and network sizes ($N$ ranges from 300 to 5000 H2O devices). Fig. 4(a) and (b) shows the total required storage space as a function of block size for the two clip sizes.

The expected total storage required in the network for a clip with $z$ blocks of size $S_b$ is therefore

$$S_{C,R} = \sum_{i=1}^z r_i S_b = S_b \sum_{i=1}^z \left[ \frac{N}{2H_i^2 + 2H_i + 1} \right].$$
of the curve (i.e., the critical point at which the total storage requirement curve starts to rise sharply). From our experiments we find that the choice of this critical block size \( S_b \) depends critically on the per-hop latency \( l_H \), and is independent of the network size \( N \) and the clip-size \( S_c \). Finally, we note that as shown in Section III-D the percentage savings in storage obtained by partial replication (when compared with full replication) is greater than 98%. This holds true for all our experiments.

### C. Average Case Graph Topology

With the graph topology, the network connectivity depends on the radio range \( R \) of individual devices. Assuming \( N \) nodes are scattered in a fixed area \( A \), each node communicates with those nodes in its radio range. As before, at least one copy of block \( b_i \) must be placed within \( H_i \) hops of every node (where \( H_i \) is as defined in Table II). For the graph topology, it can be shown that there are on average \((2\pi(H_iR)^2N)/(A)\) and \((((\pi/2)(H_iR)^2N))/(A)\) nodes within \( H_i \) hops of any given node (for \( H_i \geq 1 \)). Here \( \gamma \) is a density dependent factor between 0 and 1. It can be approximated by 1 when the network is very dense and there are many nodes distributed evenly across the region. Using the upper boundary, the number of replicas \( r_i \) required for block \( b_i \) is

\[
r_i \approx \left\{ \begin{array}{ll}
N, & \text{if } H_i < 1 \\
\frac{A}{(\pi^2)(H_iR)^2}, & \text{if } H_i \geq 1
\end{array} \right.
\]  

(4)

The expected total storage required in the graph-topology network for a clip with \( z \) blocks of size \( S_b \) is again

\[
S_{C,R} = \sum_{i=1}^{z} r_i S_b
\]  

(5)

We analyzed this model with different parameter settings. When invoked with the parameter settings of the grid topology, we obtained results and trends similar to those of Fig. 4. Hence, we refer the reader to the discussions of Section III-B. Note that a choice of \( \gamma \) value changes the storage requirements of this topology, i.e., scales the graphs of Fig. 4 vertically. Section IV validates the accuracy of these analytical models by comparing them with results obtained from a simulation study of our replication strategy.

### D. Comparison of Alternative Topologies

We compared the percentage savings in storage space offered by each assumed topology when compared with full replication as a function of \( N \) (see Fig. 5 and Section III-A for a definition of percentage savings). Our proposed technique with both the average grid and graph topologies provides several orders of magnitude savings in storage space when compared with full replication. Their percentage savings are greater than 97%.

With the worst-case linear topology, we analyzed different clip sizes to compute \( S_{C,R} \). The block size is 1 MB in all experiments. With short clips, e.g., 2 min long, our proposed scheme starts to degenerate into full replication with large values of \( N \). Its percentage saving is maximized with approximately 250 H2O devices. Note that with the worst-case assumptions of linear, our technique continues to provide more than 80% savings with a 2-h clip.

![Figure 5](image.png)

**Fig. 5.** Percentage savings with worst-case linear (three different clip sizes), and the grid and graph topologies when compared with full replication.

### IV. DISTRIBUTED IMPLEMENTATION

We now discuss two distributed implementations of our proposed replication technique. Both control the placement of \( r_i \) copies of each block \( b_i \) with the following objective. Each node in the network is within \( H_i \) hops of at least one copy of \( b_i \). Assuming a user employs a H2O node to publish a clip \( X \), the general framework of both implementations is as follows. First, H2O computes the block size \( S_b \), the number of blocks \( z \), and the required hop-bound \( H_i \) for each block, using expressions of Section III. Next, it floods the network with a message containing this information, querying which H2O device will host a copy of which block of \( X \). Each recipient of this message, say H2O, computes a binary array \( A_i \) that consists of \( z \) elements. For each element \( i \) of \( A_i \) that is a one, H2O contacts H2O for a copy of block \( b_i \). H2O may employ either a multicast or an unicast protocol to publish those blocks with many copies.

The two alternative implementations are differentiated in how H2O computes binary array \( A_i \) i.e., the identity of those blocks of \( X \) resident on H2O. The first implementation, termed “TIMER,” employs a distributed timer-suppress algorithm. The second, termed “ZONE,” assumes existence of nodes with geopositioning information that makes them aware of both their \((x, y)\) coordinates and the extent of the service area. In the following, we detail each technique. This section concludes with a comparison of these techniques using a simulation study.

1) **TIMER:** When H2O receives the flooded query message, it performs \( z \) rounds of “elections,” one for each block of clip \( X \). During each election \( i \), H2O determines if it will maintain a copy of block \( b_i \). For block \( b_i \), each node picks a random timer value from 1 to \( M \) (to avoid unnecessary duplicates, \( M \) should be much greater than \( N \), the number of nodes in the network) and starts to count down. When the timer at a given node counts down to zero, if the node is not already “suppressed,” it elects to store a copy of block \( b_i \) and sends a suppress message to all nodes within \( H_i \) hops of itself (via controlled-flooding). At the end of round \( i \), it is easy to see that every node will be in
one of two states: either it has elected to hold a copy of block $b_i$ or it is suppressed. In either case, every node in the network is guaranteed to be within $H_i$ hops of a node that has elected to hold block $b_i$. When the timer of multiple nodes within $H_i$ hops expires at the same time, this technique generates more copies of a block than necessary. One may extend TIMER to detect and compensate for these scenarios.

2) ZONE: This distributed algorithm assumes each node is aware of its $(x, y)$ coordinate and the extent of the service area. It uses this information to space out copies of a given block. This is accomplished by placing each copy in a separate square zone whose size is such that all nodes can be reached within $H_i$ hops from a node in the zone. For ease of exposition let us consider that all nodes in the network fit within a square of $S \times S$ (its generalization to an arbitrary rectangle is trivial). Then for block $b_i$, the size of each square zone of size $s_x \times s_y$ must be such that it fits within a circle of radius $H_iR$. It can be shown that the side of this zone should be $s_z = \gamma H_i R \sqrt{2}$, where $\gamma \leq 1$ is a correction factor that should depend on the node density. For lower node densities, it is best to have a smaller value of $\gamma$ which results in more copies. If the whole area is broken into zones of size $s_z$, then it is advisable to place a copy near the center of each zone. Assuming the area spans coordinates $(0, 0)$ to $(S, S)$, the center of each zone $i$ occurs at $( (l + 0.5)s_x, (k + 0.5)s_y)$ with both $l$ and $k$ ranging from 0 to $\lceil (S/s_z) \rceil - 1$ in value.

Therefore, in this distributed algorithm when each node receives the flooded query, there are again 2 rounds of elections, one for each block of the clip. In each round, all nodes first determine which zone they belong to, based on the knowledge of the block number $b_i$ and the hop bound $H_i$. Then in each zone corresponding to block $b_i$, all nodes participate in a distributed leader election protocol (a simple wave algorithm such as FloodMax [17] would suffice), whereby the node that is closest to the zone center is elected to hold a copy of the block $b_i$. This node then sends a suppress message to all nodes within the zone that are $H_i$ hops away. If any nodes within a zone are still unsuppressed (which should happen rarely if the value of $\gamma$ is chosen carefully by the system designer), they may revert to a timer-suppress scheme that is restricted to the zone. This guarantees that all nodes within each zone are within $H_i$ hops of a node that has elected to hold a copy of block $b_i$.

We simulated these two algorithms using the C+ programming language. We experimented with a variety of parameter settings such as node-to-area densities, node ranges, clip sizes, etc. Fig. 6 shows one experimental result simulating a $1 \times 1$ km$^2$ area with 300 randomly distributed H2O devices and a clip consisting of 60 blocks ($z = 60$). The $x$-axis of this figure is the block id, ranging from 1 to 60. The $y$-axis denotes the number of replicas for each block with the two alternative techniques and the analytical model of Section III-C configured with $\gamma = 1$. The radio range of each node is 100 m. With TIMER, we used a single random placement of nodes and report the average number of replicas for each block across 100 instantiations of the randomized timers with the maximum value set at 1000 $N$. With ZONE, we average across 100 random placement of nodes. The obtained results show the following. First, both distributed implementations require a few more replicas per block than predicted by the idealized analytical expressions. This is due to the randomly placed H2O devices at the edges of our square area that incur more than $H_i$ hops for the first few (seven) blocks. The analytical model of Section III-C ignores the impact of these nodes. TIMER and ZONE are forced to construct additional copies of the first few blocks in order to satisfy their $H_i$ requirement. The percentage savings offered by these strategies is still several orders of magnitude superior to full replication. Table III shows the total number of blocks with each technique and percentage savings relative to full replication. Fig. 7 shows the percentage difference between the analytical models (with $\gamma = 1$) and TIMER with different number of nodes, percentage difference $= 100 \times (\text{TIMER} - \text{Analytical})/\text{Analytical})$. The $x$-axis of this figure is the block size. The clip size is fixed at 60 MB. Thus, a larger block size ($S_b$) results in fewer blocks ($z$). The results show the accuracy of the graph analytical model with a large number of nodes. With 300 nodes, a smaller $\gamma$ value improves the estimations provided by the analytical models (compare $N = 300$ with $\gamma = 1.0$ and $\gamma = 0.5$).

TIMER realizes a uniform distribution of blocks across the H2O devices. Fig. 8 shows the percentage of nodes with a specific block count with three different clip sizes: 2, 20, and 120 min of display time that are 60, 600, and 3600 MB in size, respectively. This figure shows the average number of blocks per device for a given clip length. With the 2-min clip, each node should have 1.32 blocks. The results show that more than 70% of the nodes have one block. Longer clips result in a more uniform distribution of blocks. With the 120-min
clip, each node should have approximately 13.13 blocks. The obtained results show a normal distribution with a mean that approximates 13.13 and a reasonable standard deviation, e.g., approximately 80% of nodes contain between nine to 17 blocks. Note that with multiple clips of varying sizes, as per the law of large numbers, the standard deviation around the mean decreases even further, resulting in a balanced utilization of storage across the entire network.

When compared with TIMER, ZONE cannot distribute blocks as uniformly across the nodes. This is because ZONE favors placement of those blocks with a large $H_i$ value toward the center of a zone. While one may extend ZONE to enhance its storage utilization, our results demonstrate the superiority of the simple TIMER technique.

V. CONCLUSION

This paper explored a novel architecture that consists of collaborating H2O devices to provide on-demand delivery of a clip, i.e., minimal startup latency. Our primary contribution is a replication technique that replicates the first few blocks of a clip more frequently because they are needed more urgently.

This paper assumed a fixed value for $h$, the time to retrieve a block from an H2O device that is one hop away. With wireless ad hoc networks of H2O devices, $h$ is a function of the number of transmitting H2O devices in the same radio range [15]. The system may utilize the worst expected $h$ value when computing the number of replicas for each block, diminishing the percentage savings offered by our replication technique. However, we believe each H2O device must be extended with an admission control module and a dynamic data delivery scheduling technique to address variability of $h$. With admission control, a new request to display a clip at H2O$_j$ is not initiated if it disrupts a currently active display on H2O$_k$. At the same time, H2O$_k$ may employ a different set of nodes to route its required data in order to free up resources to enable H2O$_j$ to be admitted (by satisfying its $h$ requirement). Design of admission control, dynamic route scheduling, and their impact on $h$ is a short-term research direction.

Another research direction is to extend our designs to adjust the placement of data when a user requests a clip, similar in spirit to path replication [16]. This would enable the H2O cloud to respond to user actions such as shutdown of an H2O device, removal of an H2O device from a household, etc. The basic idea is as follows. When an H2O device displays a clip, the network is flooded with requests for the blocks of that clip. As a request walks from one H2O device to another, it increases a counter $W$. When an H2O device replies with a block $b_i$ to a request with $W_i$ walks, it includes $W_i$ and its identity as a part of its reply. If $W_i$ exceeds $H_i$, as the block is routed back to the requesting H2O device, the node that is $H_i$ blocks away from this device stores a copy of $b_i$. Otherwise, no additional copies are constructed. This must be extended with an approach that deletes extra copies of a block and prevents a ping-pong behavior where different nodes construct and delete blocks repeatedly.

Finally, it is important to extend this study with models that control the number of block replicas based on the bandwidth available between two H2O devices. These models construct additional replicas of a block when bandwidth is low, degenerating into full clip replication in extreme situations.

In this paper, we have quantified the impact of different H2O topologies on the storage space requirement of our proposed technique. For the typical cases, graph and grid, we showed that it provides significant savings (several orders of magnitude) in storage space when compared with full replication. We proposed two distributed implementation of our technique: TIMER and ZONE. A simulation study of these techniques validates the estimations provided by the analytical model. Thus our partial replication technique is a crucial data placement solution for efficient storage, low startup latency and hiccup-free reception of continuous media in wireless peer-to-peer networks.
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